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About Me
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Machine Learning Researcher 
CMU SEI

Data Science Intern 
Apple (AML)

Data Science Intern 
Staples Innovation Lab

Data Science Intern 
Pitt DBMI



Background
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Shallow Learning?
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SVM Decision Tree

?

k-Nearest Neighbors

(and many more)



Feature Representation
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Manual Feature Representation
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Jordans Y/N

Floofy ears Y/N

Eyes {1…N}

2 1 1 00.5 0 0



Shallow Models
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2 1 1 00.5 0 0

Output (corgi/not-corgi)



Shallow Models
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2 1 1 00.5 0 0

Output (corgi/not-corgi)

Manually selected feature vector



Shallow Models
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2 1 1 00.5 0 0

Output (corgi/not-corgi)

Manually selected feature vector

One linear/non-linear filter



Shallow Models (are great)
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Shallow Learning is Still Hot
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Deep Learning
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Multiple non-linearities



Deep Learning
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Multiple non-linearities



Deep Learning
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Multiple non-linearities Representation Learning



Deep Learning
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Multiple non-linearities Representation Learning Gradient Descent



Deep Learning
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Input



Deep Learning
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Input

Output



Neural Networks
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(This specific fully connected architecture is also known as a multi-layer perceptron)



Neural Networks
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Neural Networks
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Activations
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Sigmoid tanh (derived from sigmoid) ReLU 
(rectified linear unit)



Effectiveness
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• Neural networks can approximate any continuous function, given enough layers. 

• Have to solve for proper values for parameters: NP-Complete 

Linear Linear + Sigmoid Linear + Sigmoid +  
Linear

(not accurate, just a representation)



Training
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Training
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Inference



Training
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Training



Training
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Convolutional Neural 
Networks
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CNNs
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Convolution
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Convolution

21



Convolution
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CNN Representation Learning
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CS231n Demo

Structure Semantics

http://cs231n.stanford.edu


23



24



25



26



What about this?
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What about this?
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CNNs + Medical Images = ❤
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